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ABSTRACT
The recent years have witnessed the rapid growth of IoT (Internet of Things) applications. A typical IoT application usually consists of three essential parts: the device side, the cloud side, and the client side. The development of a complete IoT application is very difficult for non-expert developers because it involves drastically different technologies and complex interactions between different sides. Unlike traditional IoT development platforms which use separate approaches for these three sides, we present TinyLink 2.0, an integrated IoT development approach with a single coherent language. It achieves high expressiveness for diverse IoT applications by an enhanced IFTTT rule design and a virtual sensor mechanism which helps developers express application logic with machine learning. Moreover, TinyLink 2.0 optimizes the IoT application performance by using both static and dynamic optimizers, especially for resource-constrained IoT devices. We implement TinyLink 2.0 and evaluate it with eight case studies, a user study, and a detailed evaluation of the proposed programming language as well as the performance optimizers. Results show that TinyLink 2.0 can speed up IoT development significantly compared with existing approaches from both industry and academia, while still achieving high expressiveness.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-physical systems; • Networks → Cyber-physical networks.
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1 INTRODUCTION
The recent years have witnessed the rapid growth of IoT applications including environmental monitoring [1, 11, 16], shared bicycles [10, 35], and smart homes [8, 29]. A typical IoT application usually consists of three essential parts: (1) The device side: the IoT device senses the physical environment and transmits data to the gateway which can be a WiFi access point, cellular base stations, etc. (2) The cloud side: the cloud which stores the data, manages the IoT devices and provides other key functionalities like machine learning. (3) The client side: the end device like a mobile phone which interacts with end-users and provides functionalities like displaying data and controlling devices.

Today, developing such applications is still very difficult because developers need to deal with drastically different technologies (e.g., embedded systems technology, cloud technology, and mobile technology) and complex interactions between different sides. The above difficulties have attracted great attention from both academia and industry as it is widely accepted that “The IoT must be easy. What is needed is IoT solutions for everyone, not just experts” [17].

Traditional IoT development uses a separate approach for device, cloud, and client (e.g., mobile) development. For example, IoT studio [6] provides a one-site IoT development platform consisting of the device platform, service platform, and mobile platform. Although it brings us great convenience as there is a unified framework and many reusable components, the implementation details of different sides are left to different developers.

Separate development faces several issues. First, it requires the co-operation of different developers, e.g., embedded systems developers, cloud developers, and mobile developers. The interaction and dependency among different developers slow down the development speed which is critical to obtain first-mover advantages and reduce development cost. Second, it is often tedious and error-prone as extra models and interfaces must be explicitly and clearly specified.

To address the above issues, we propose TinyLink 2.0, which uses an integrated IoT development approach with a single coherent language. TinyLink 2.0 mainly targets non-experts in the consumer-oriented IoT domains such as education, maker and startup. Its integrated programming model and other easy-to-use features are user-friendly to students, makers, and small startups. Based on TinyLink 2.0, they can rapidly build the prototype, test the performance, validate their ideas, and get early feedbacks. Expert developers can also benefit from the system because it accelerates building the prototypes of IoT projects. Afterwards, they can continue their advanced development with the source code provided by TinyLink 2.0.
TinyLink 2.0 builds on top of many existing works. For example, it uses IFTTT-like rules [15, 33] to specify IoT application logic. It builds on top of TinyLink [12] to generate the hardware configuration as well as the actual binary program for the corresponding hardware. The existing works shed light on many important aspects towards the goal of simplifying the IoT development. However, we are facing unique challenges. We highlight three challenges and our solutions in the following:

**Challenge 1:** How to design a single coherent language for developing a complete IoT application?

**Solution 1:** Based on our simple observation, IoT application developers usually reason about data collection, device control, rule configuration, and interaction (e.g., data flow and service call). Some existing declarative languages [5, 21] are proposed for their specific domains (e.g., data query) and can cover some aforementioned aspects. Until recently, however, there lacks an integrated approach for developing IoT applications on the three sides and it is extremely difficult to merge these languages into one. TinyLink 2.0 provides a domain-specific language (DSL) in a structured programming style which can cover all the above aspects. Its application usually consists of rule capsules called policies and code capsules called TinyApps. Policies consist of IFTTT (IF-This-Then-That) rules and interactions that are used to express the main IoT application logic across TinyApps, while one TinyApp describes the behaviors of an IoT device or a mobile client. TinyLink 2.0 compilers can automatically compile the application code to software programs at different sides, simplifying the process of separate programming and separate compilation.

**Challenge 2:** How to express diverse IoT application logic (e.g., data collection, device control, multiple device interaction) in an easy way?

**Solution 2:** There are mainly two drawbacks of using traditional IFTTT rules to express application logic. First, limited keywords (e.g., IF, THEN and ELSE) in traditional IFTTT rules make them only be able to express simple application logic. Second, it is difficult and time consuming to express application logic containing machine learning using traditional IFTTT rules. In TinyLink 2.0, we first use an enhanced IFTTT rule design to improve the expressiveness. More keywords are added into TinyLink 2.0. It further includes a virtual sensor mechanism to help developers rapidly express application logic with machine learning.

**Challenge 3:** How to optimize the performance (e.g., energy consumption) on resource-constrained IoT devices?

**Solution 3:** Traditional approaches usually focus on optimizing the performance on each side. For example, a recent work RT-IFTTT [15] uses a sensing data prediction technology to reduce the energy consumption at the device side. TinyLink 2.0 further uses a cloud-centric approach where the cloud effectively has overall control. It optimizes the performance by a static optimizer and a dynamic optimizer. At compile time, the former intelligently determines where to put the application logic, either the device side or the cloud side. At runtime, the latter analyzes the conditions in IFTTT rules and dynamically requests sensor data with variable intervals to reduce the energy consumption.

We implement TinyLink 2.0 and evaluate its performance extensively. Results show that: (1) Its programming language can express diverse IoT application logic. Concretely, within a set of about 100 real-world IoT projects, it can implement about 85% of them; (2) It can reduce more than 85.28% of the lines of code compared with the best existing approaches; (3) It can use virtual sensors to automatically draw inferences from sensing data on various deployment circumstances. (4) Its dynamic optimizer searches a larger optimization space and can generate more energy-efficient solutions than the state-of-art approach RT-IFTTT [15]; (5) It incurs acceptable overhead in terms of program space and memory space.

We summarize the contributions as follows:

- We present TinyLink 2.0, a novel system which integrates device, cloud, and client side development of IoT applications. Its programming language enables developers to express diverse IoT application logic in an easy-to-use way.
- We propose an optimization approach combining compile time code partitioning and runtime task scheduling to minimize the energy consumption of IoT devices.
- We implement TinyLink 2.0 and extensively evaluate its performance. Results show that it can significantly speed up the IoT development while still achieving high expressiveness.

The rest of the paper is organized as follows. Section 2 introduces TinyLink 2.0 through a use case study. Section 3 presents its overview. Section 4 and Section 5 describe the design.
2 TINYLINK 2.0 USAGE

In this section, we develop a smart home application to show the usage of TinyLink 2.0. With this application, users can observe home occupancy of the house, remotely turn on/off LEDs via smartphones and even allow TinyLink 2.0 to automatically turn on all LEDs when users open the door at dusk.

Figure 1 shows the code snippets of this application, including the device side, the cloud side, and the client (e.g., mobile) side. Figure 2 shows the development process which contains the following four steps:

① Write the application code. With TinyLink 2.0 programming language, developers only need to describe key functionalities of IoT devices and clients in TinyApps, and the high-level application logic in policies without dealing with complex hardware drivers and data flows. Lines 1-11 show a TinyApp named SmartLED that has three instances, SL1, SL2, and SL3. Each one is used to generate an IoT device. Lines 2-3 describe the output data, events and services provided in the Interface. Lines 6-7 configure the WiFi network. Line 8 binds the data in the interface to IoT device functionalities (e.g., Light). Line 10 implements the service for turning on its LED. Lines 13-17 show a similar TinyApp, SmartDoor, which provides gyro sensor data. Lines 19-26 form a policy which detects home occupancy by analyzing the average PIR (Passive InfraRed) sensor value of the last five minutes from SmartDoor. Lines 33-38 show the policy that can automatically turn on all LEDs by using others’ inferences and data. Lines 40-49 describe the TinyApp running at the client (i.e., mobile) side.

② Upload the code and obtain the output software programs. For each TinyApp instance on the device side, e.g., SmartLED, TinyLink 2.0 generates a hardware configuration, including a hardware component list and a connection figure, as well as the compiled software program for the hardware device. Similarly, TinyLink 2.0 also generates software programs for client sides. The cloud side programs include the main application logic, which can be generated from policies.

③ Assemble and deploy the assembled IoT devices. Developers can assemble IoT devices by using the hardware configuration and burn the software program to the devices. Then the IoT devices can be deployed in desired places.

④ Install the application at TinyLinkClient. Finally, developers install the application for the client side at TinyLinkClient, which is a container APP to host multiple IoT applications. Developers can observe visualizations of their application data and share them with others.

Unlike traditional developing approaches, developers need not explicitly specify the data flows and service calls. Moreover, they need not implement underlying details about when and how to retrieve data so that they can focus on the main application logic.

3 TINYLINK 2.0 OVERVIEW

We describe the design goals of TinyLink 2.0 and the methods we have adopted.

- Rapid development. TinyLink 2.0 intends to provide a simple and easy-to-use approach for non-experts to rapidly develop IoT applications.
- Energy efficiency. As the main application logic is expressed in policies running on the cloud, TinyLink 2.0 should control IoT devices’ behaviors (e.g., sensing and uploading) in an efficient manner.
- Reconfigurability. Based on the abstractions like TinyApp models, developers can replace deployed IoT devices with new ones whose abstractions are the same at runtime, even those that are developed by other IoT development systems. It is the same case for policies.

Figure 3 shows the system overview of TinyLink 2.0. At compile time, it analyzes the application code and generates the programs for the three sides. The static optimizer will optimize the application performance, which will be described in the implementation section in detail. At runtime, TinyLink 2.0 will exploit the cross-side optimization potential to further improve the energy efficiency performance of the IoT application.

4 SYSTEM DESIGN

In this section, we will first present the design of the programming language and highlight the features which enable integrated development. Then we will describe how TinyLink 2.0 generates IoT devices’ behaviors from policies in an energy-efficient manner, including details about the problem formulation and its solution.

4.1 Programming Language

TinyLink 2.0 uses a structured DSL language for IoT application programming, including the device side, the cloud side, and the client side. It provides developers with a TinyApp model which is the key to enable implicitly specified interactions (e.g., data flows...
and service calls) across different sides and allows the cloud to define device behaviors. We present the important features in the following.

TinyApp model. It defines an IoT device’s capabilities and behaviors. To be more specific, it abstracts an IoT device’s sensing data, detected events and available service calls which are exposed to other TinyApps and policies. For example, LIGHT, PIR, and TurnOnLED in the TinyApp SmartLED of Figure 1 are exposed. On the other hand, how to sample sensor data and implement service calls in the Program are hidden from developers. They can quickly realize what a TinyApp provides and write interactions between it and others (i.e., TinyApps and policies).

Implicit interaction. In order to achieve rapid development, we analyzed 101 commonly-used IoT projects published in popular IoT communities such as [3, 4, 7]. We find that large amounts of engineering efforts (e.g., about 45% of lines of code) are spent on the interactions (or their preparations) such as formatting data, transmitting over HTTPS or MQTT [30], and calling services from mobile phones to IoT devices, etc. To alleviate this, TinyLink 2.0 adopts a structured way to implicitly specify the interactions with the help of TinyApp models. It allows developers to retrieve other devices’ data defined in Interface like retrieving member data of a C++ class on a local device, as shown in line 22 of Figure 1. It is a similar case for invoking service calls. TinyLink 2.0 implements the detailed code for interactions during compilation. Moreover, by keeping track of each IoT device status, it can maintain the consistency of data flows and service calls. For example, if a service call is invoked when an IoT device is offline, TinyLink 2.0 will retransmit it once the device is back online.

Cloud-centric device behavior. One important feature of TinyLink 2.0 is that it shifts the main application logic from IoT devices to policies running on the cloud and allows the cloud to take full control of device behaviors at runtime. Our major challenge is how to abstract the logic among multiple IoT devices and express them in terms of policies in an easy way. Existing approaches use IFTTT programming [33, 34] to express the application logic, which is simple and effective. Up to 2015, [34] had attracted 106,452 authors who created 224,590 IFTTT programs that had been added by 11,718,336 end-users and the numbers were increasing dramatically.

However, two issues arise when we directly adopt IFTTT programming in TinyLink 2.0: (1) its limited keywords make writing the logic across multiple TinyApps tedious and error-prone; (2) it only contains high-abstracted application logic without the management of IoT devices’ behaviors. For the first issue, TinyLink 2.0 enhances IFTTT capabilities by adding new keywords, e.g., All and Any to simplify writing rules among a set of TinyApp instances with the same interface, For and In to traverse the set of TinyApp instances. For example, line 22 of Figure 1 should be written as follows.

\[
\text{IF}(SL1.PIR.last("5min").avg()>0 || SL2.PIR.last("5min").avg()>0 || SL3.PIR.last("5min").avg()>0)\]

For the second issue, TinyLink 2.0 can automatically generate behaviors, in terms of task schedules that instruct IoT devices to do specific tasks at the proper time, for each IoT device from the implications in policies. Tasks schedules can be generated from IFTTT-like rules with the keyword Within which specifies the deadline and the miss ratio [15]. The details are described in Section 4.2.

Virtual sensor. Another important issue to impact the development speed is the inference model design for sensing data, e.g., detecting the door events from gyro sensors. This is because: (1) Non-experts usually do not know which sensors are critical to making specific inferences and what the relationships are between the inferences and the sensing data (e.g., gyro sensor detects 3-axis data); (2) The deployment circumstances may be critical to the inferences, which means it is difficult for non-experts to write robust code against various deployment circumstances. Take the policy DoorEvent in Figure 1 as an example. It uses the sensing data of a gyro sensor which detects rotations around 3-axis. On a swing door, turning upside down the gyro sensor in deployment will lead to the opposite results since it reverses the sign of the sensing data. If it is deployed on a sliding door, the inference could not work at all due to no rotations.

To solve this problem, TinyLink 2.0 provides developers with virtual sensors written in the Model. The code for the policy DoorEvent in Figure 1 can be written as follows.

\[
\text{Policy DoorEvent } (\text{Interface: TL_Event EVT(\"Opening\", \"Closing\")};\text{Model: TL_VirtualSensor vs;}\text{.vs.setOutput(EVT)};\text{vs.setInput({SD.GRYO,SD.ACC,SD.MAG})};\text{DE;})\]

In the TinyApp SmartDoor, we write additional code to bind functionalities TL_Accelerometer and TL_Magnetometer to data SD.ACC and SD.MAG. Taking these code, TinyLink 2.0 enables developers to draw door event inferences from the combination of sensing data by automatically generating an inference model. Virtual sensors need initialization to record samples and train models by clicking the UI buttons on the client side. TinyLink 2.0 uses several widely-used classifiers, e.g., Support Vector Machine (SVM), random forest, and K-Nearest Neighbors (KNN), to train models and chooses the most accurate one to use. Developers can also add their own features or models via TinyLink 2.0 APIs.

The benefits of using virtual sensors are: (1) Developers do not need to write sophisticated code for inferring from sensing data; (2) The influence of deployment circumstances has been trained into the model. TinyLink 2.0 will give guidance on which sensors are positive or negative to the inferences.

Summary. Table 1 summarizes the keywords of TinyLink 2.0. With them, it can accomplish multiple task operations in order

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TinyApp</td>
<td>A complete piece of code run on IoT devices and client devices.</td>
</tr>
<tr>
<td>Policy</td>
<td>It describes the application logic among TinyApps.</td>
</tr>
<tr>
<td>Interface</td>
<td>It describes the public interfaces for inner data, events and services.</td>
</tr>
<tr>
<td>Program</td>
<td>It contains the main program, including services and configurations.</td>
</tr>
<tr>
<td>Rule</td>
<td>It describes detailed rules of the policy via extended IFTTT syntax.</td>
</tr>
<tr>
<td>Model</td>
<td>It describes the configuration of virtual sensors.</td>
</tr>
<tr>
<td>If, Else</td>
<td>IFTTT keywords for conditional executions in rules.</td>
</tr>
<tr>
<td>All, Any</td>
<td>IFTTT keywords for expressing logic on a set of elements.</td>
</tr>
<tr>
<td>For, In</td>
<td>IFTTT keywords which executes a for loop over a set.</td>
</tr>
<tr>
<td>Within</td>
<td>IFTTT keywords for specifying deadlines and miss ratios of rules.</td>
</tr>
<tr>
<td>Require</td>
<td>It specifies user requirements such as enabling debugging.</td>
</tr>
<tr>
<td>Import</td>
<td>It imports the source code of other TinyApps and policies.</td>
</tr>
</tbody>
</table>
TinyLink 2.0 supports multi-device interactions, virtual sensors, data visualization, virtual sensor, and poll sensor data. The power consumption is about 17.61mW. Intuitively, we can reduce transmission times by decreasing humidity and PM2.5 intervals to 15s and 30s, respectively. We observe the power consumption drops to 9.07mW, reducing about 48.5%. The actual problem of choosing these intervals is much more complex due to the heterogeneity of IoT sensors and radios, and the dynamics of maximal intervals.

Problem Formulation. We present the notations for the sensing/transmitting schedule generation problem formulation.

- \( D = \{d_1, d_2, \ldots, d_M\} \) is the set of \( M \) IoT devices. IoT device \( d_i \) includes \( N_i \) sensors. \( S_i = \{s_{i1}, s_{i2}, \ldots, s_{iN_i}\} \) is the set of sensors on IoT device \( d_i \).
- \( T^*_i = \{t^*_{i1}, t^*_{i2}, \ldots, t^*_{iN_i}\} \) is the set of current sampling intervals for the set of sensors \( S_i \). Since we can combine the data transmissions of different sensors when they sample at the same moment, we use \( t^*_{ij} \) to represent the average transmission interval of \( d_i \).
- \( E^*_i = \{e^*_{i1}, e^*_{i2}, \ldots, e^*_{iN_i}\} \) is the set of energy consumption of each sensor data sampling on IoT device \( d_i \).
- \( e^d \) denotes the energy consumption of transmitting a message from \( d_i \). In IoT scenario, a data transmission usually involves radio powering on/off and connecting to the gateway/server, the number of transmissions has much more significant impact on the energy consumption, compared with the message length. Therefore, for simplicity, we assume that the energy consumption of transmitting a message only depends on \( d_i \).

With the above notations, we can formulate the schedule generation problem as the following optimization problem with the criterion being the power consumption of the sensor data sampling and uploading operations.

\[
\begin{align*}
\min & \sum_{i=1}^{M} \left( \sum_{j=1}^{N_i} e^s_{ij}/t^*_{ij} + e^d/t^*_{ij} \right) \\
\text{s.t.} & \quad 1 \leq t^*_{ij} \leq t_{ij}^{\text{max}}, \quad \forall s_{ij} \in S_i \\
& \quad t^*_{ij} = DTI(T^*_i), \quad \forall d_i \in D
\end{align*}
\]

Note that the resolution (i.e., minimal time unit) of all intervals is set to 1 second in our formulation for simplicity. The first constraint means that the used sampling interval \( t^*_{ij} \) should be smaller than the maximal sampling interval \( t_{ij}^{\text{max}} \) which mainly depends on the sensor data updating requirement of the application. The second constraint calculates the average transmission interval \( t^*_{ij} \) for IoT device \( d_i \), given its sensor sampling intervals \( T^*_i \), i.e., \( DTI() \) (device transmission interval). Considering that multiple sensor samples may be combined into one message and be transmitted at the same time, the \( DTI \) calculation is a non-trivial task. We solve this problem...
Algorithm 1: Heuristic algorithm for calculating sampling intervals.

Input: All of the maximal sensor sampling intervals \( \{T_{1}^{\text{max}}, T_{2}^{\text{max}}, \ldots, T_{M}^{\text{max}}\} \), all of sensor energy consumptions \( \{E_{1}^{s}, E_{2}^{s}, \ldots, E_{M}^{s}\} \) and all of the device transmission energy consumptions \( \{e_{1}^{d}, e_{2}^{d}, \ldots, e_{M}^{d}\} \)

Output: \( \{T_{1}^{s}, T_{2}^{s}, \ldots, T_{M}^{s}\} \)

1. Function `\( \text{DEC}(T_{i}^{s}, E_{i}^{s}, e_{i}^{d}) \)` // Calculate the device power consumption of data transmitting and sensor sampling

2. \( T^{S} \leftarrow \emptyset; \)

3. for \( i = 1 \) to \( M \) step \( 1 \) do

4. \( T_{i}^{\text{min}} \leftarrow T_{i}^{\text{max}}; \)

5. for \( k = 1 \) to \( \min(T_{i}^{\text{max}}) \) step \( 1 \) do

6. \( T_{i}^{j} \leftarrow 0; \)

7. for all \( t_{i}^{j} \in T_{i}^{\text{max}} \) do

8. \( T_{i}^{j} \leftarrow \lfloor t_{i}^{j}/k \rfloor \cdot k \cup T_{i}^{j}; \)

9. if \( \text{DEC}(T_{i}^{j}, E_{i}^{s}, e_{i}^{d}) > \text{DEC}(T_{i}^{k}, E_{i}^{s}, e_{i}^{d}) \) then

10. \( T_{i}^{k} \leftarrow T_{i}^{j}; \)

11. \( T_{i}^{j} \leftarrow T_{i}^{k}; \)

12. \( T_{i}^{S} \leftarrow T_{i}^{S} \cup T_{i}^{k}; \)

13. return \( T_{i}^{S}; \)

by using the Venn diagram formula [27], and omit the details due to the page limit.

Then we focus on the optimization problem. Since the calculation of \( DTI() \) is non-linear, the optimization problem is a non-linear integer programming (NIP) problem, which is NP-hard [14]. To find the near-optimal solutions, we propose a heuristic algorithm as shown in Algorithm 1. For each device, the algorithm first finds the smallest sampling interval of all maximum sensor sampling intervals, i.e., \( \min(T_{i}^{\text{max}}) \). For example, in Figure 4, the smallest interval is 15 for the interval set \( \{15, 21, 32\} \) as the candidate of the transmitting interval of that device. For each candidate, the algorithm calculates the largest sampling interval for each sensor where the sampling interval is divisible by the candidate interval. In this example, when the candidate interval is 15, the largest sampling interval for the third device is 30. Given the largest sampling intervals for all sensors, the algorithm search for the set of intervals with the minimal sampling/transmitting power consumption for each device. The time complexity of this heuristic algorithm is \( O(\sum_{i=1}^{M} \min(T_{i}^{\text{max}}) \cdot N_{i}) \). When the smallest sampling interval and the number of sensors are bounded values, the time consumption of this algorithm is almost linear to \( M \), i.e., the number of devices, making it scalable to applications with a large number of devices. In the evaluation section, we will show that this relatively simple heuristic algorithm can achieve satisfactory performance under various settings.

5 SYSTEM IMPLEMENTATION

In this section, we present details about how a piece of application code is compiled into programs of the three sides. Due to the page limit, we omit the detailed description of several components, e.g., preprocessor, and focus on the key components of TinyLink 2.0.

Device side. As discussed in Section 4.1, TinyLink 2.0 generates task schedules for heterogeneous IoT devices. A possible approach is to use virtual machines (VMs) to run arbitrary program code [26]. Clearly, the VM approach is flexible, but it suffers from drastic slowdown compared to native code, especially on resource-constrained IoT devices. Also, to the best of our knowledge, there is no unified VMs for heterogeneous IoT devices, which needs great engineering efforts. Therefore, TinyLink 2.0 uses another approach in which IoT devices execute pre-defined functions in native code. On the device side, a task handler containing specific state machines is implemented to execute instructions contained in messages from the cloud. For each data and service calls in the interface, TinyLink 2.0 binds an execution state and a corresponding pre-defined function to it.

Moreover, TinyLink 2.0 builds on top of a device generation system, TinyLink [12], which can generate IoT applications from hardware-independent C-like code. The language for the TinyApp part is an embedded domain-specific language (eDSL) [9] of TinyLink language that: (1) it adds DSL elements such as macro and data types (e.g., Service); (2) it implements numerous task handlers to facilitate interactions and behavior managements of IoT devices; (3) its high-level API wraps TinyLink’s APIs by hiding unimportant procedures, e.g., uploading data via WiFi in Figure 1; (4) it enriches TinyLink’s functionalities, e.g., support of LoRa and concurrent execution.

TinyLink 2.0’s device generator builds abstract syntax trees of the application code by using parser generator ANTLR [24]. Then it translates TinyLink 2.0 code into TinyLink code via its simple finite-state machine written in Python. The translated code will be processed by TinyLink to generate hardware configurations and binary programs. Moreover, to enable concurrent execution on low-end IoT devices [13] (e.g., Arduino Mega) which use single-threaded programming, TinyLink 2.0 incorporates protothreads [28] to create stackless lightweight threads for concurrent executions.

Client side. TinyLink 2.0 generates client programs from client side code (e.g., TinyApp with the postfix `.Client`). For simplicity, TinyLink 2.0 uses web pages as the client side program, e.g., WebViews on Android phones. It first builds the abstract syntax tree of the client code and then translates the interactions to JavaScript (JS) code, e.g., sensor data retrieval into RESTful API request by using $.post. Besides, it translates the UI widgets to mixed elements by using HTML and JS with TinyLink 2.0’s default template. Finally, the combined WebView code is stored in the cloud and can be accessed through the container app TinyLinkClient.

Besides, TinyLink 2.0 supports successive advanced development by allowing hybrid development, i.e., using its approach in combination with other development tools. For example, developers can: (1) build device side software based on systems other than TinyLink, e.g., using Microsoft Azure IoT to develop IoT devices; (2) customize the client side program to allow more sophisticated UI interfaces, e.g., uploading their own WebView templates which include customized style sheets and JS code. The preprocessor automatically transforms data flows and service calls in Interface into RESTful APIs (e.g., MQTT topics and HTTPS links). Developers can customize their own device and client programs by using other tools as long as they use the allocated RESTful APIs.
Static optimizer by code partitioning. By analyzing policies, TinyLink 2.0 aims to further improve the efficiency of the application by using domain knowledge. This is based on the insight that some policies may hamper the performances of TinyApps if they are processed in the cloud. Instead, they should be shifted to the device and compiled as part of the device side program. For example, policy DoorEvent in Figure 1 requires the gyro sensor to continuously transmit its data with an interval of 50ms. The interval is smaller than the estimated transmission time via WiFi (e.g., 74ms on average [18]), which may cause missing deadlines. Therefore, static optimizer shifts the rule to the TinyApp SmartDoor at compile time as shown in the following code snippets.

To achieve this, the static optimizer of TinyLink 2.0 first extracts a tuple \(<\text{TinyApp instance, conditions, deadline}>\) for each rule in policies. Then it searches the TinyLink 2.0 database for average transmission time of the network which is set to values reported in articles like [18]. If the deadline is smaller than the average transmission time, it will: (1) shift the rule in policies to IoT device program code if the condition and the action contain interactions from only one TinyApp instance; otherwise (2) throw warnings about the potential of missing deadlines. For the former, it uses a translator similar to device generator and adds the translated device code snippets to the main loop.

Cloud side: ①policy interpreter. Policies run in the cloud and they are the key to the application logic. There are roughly two methods to execute policies, compiled as binaries and executed, or translated as scripts and interpreted at runtime. Considering the requirements of scalability and user modifiability at runtime, TinyLink 2.0 adopts the latter. Policies are translated into rule configurations in JSON format. The rule conditions are analyzed and interpreted to postfix expressions together with RESTful APIs, so do the service calls in rule actions.

Cloud side: ②rule engine. The rule engine runs at the cloud, which is same as the dynamic optimizer. It can process a large number of rule configurations and registered triggers for each rule. There are two kinds of triggers, event-based triggers (e.g., the arrival of sensor data and events) and time-based triggers (e.g., If(TL_Time.hour >= 17)). Rule engine uses three threads, each with one simple FIFO message queue implemented by Redis, including: (1) the message queue which stores uploaded sensing data and events to the MySQL database and searches for new triggers, (2) the rule queue which judges conditions of the triggers, and (3) the command queue which sends commands in the rule action. We modify the source files of the MQTT server, mosquitto [20] to push the involved rules into the rule queue when a message arrives. For judging each condition, the thread with the rule queue uses the latest sensor data which are still valid in the time window (the default is 60 seconds).


![Figure 5: Accuracy of door event inferences using SVM, random forest and KNN.](image)

<table>
<thead>
<tr>
<th>Combination of sensing data</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.80</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.85</td>
</tr>
<tr>
<td>KNN</td>
<td>0.70</td>
</tr>
</tbody>
</table>

There are four phases for drawing inferences by using virtual sensors: (1) MLL loads the inputs and outputs of virtual sensors from rule configurations. MLL generates task schedules that sample data for initialization, and registers them on the rule engine. (2) After deploying the IoT devices that provide the sensing data, developers can use the client side program to record the training data, including the raw sensing data and the virtual sensor outputs manually labeled by the developers. (3) Then MLL extracts significant statistical features from the data. MLL trains these data frames using different classifiers including SVM, random forest, and KNN. (4) Finally, MLL chooses the trained model with the best accuracy during cross-validation and deploys it on the cloud. MLL also registers triggers of the input sensing data in the rule engine, and waits for classification requests from it. We implement the MLL using Python with scikit-learn library [25]. In addition, developers can add their own features or alter the machine learning models by downloading TinyLink 2.0’s template Python script, modifying it with scikit-learn APIs, and uploading it to the system.

We revisit the example of the TinyApp SmartDoor and the policy DoorEvent, and deploy the IoT device on a swing door where the device’s x-axis is vertical to the door and z-axis is vertical to the ground. Figure 5 shows the accuracy of the three classifiers among different combinations of the accelerometer, the gyro, and the magnetometer. We observe that SVM using all the sensors can achieve the best accuracy. Note that ideally the virtual sensor mechanism can be applied to infer any user-defined events from arbitrary sensors, but the inference accuracy varies depending on the correlation between the desired events and the raw sensor data.

6 EVALUATION

In this section, we evaluate TinyLink 2.0 from different perspectives. We first briefly introduce the experiment setup. Then we describe case studies and a user study in detail. Afterward, we evaluate...
We design and implement eight representative IoT applications with their assembled IoT devices and client programs. Others are omitted due to the space limit. The IoT devices and the policies of all eight cases are developed purely by using TinyLink 2.0. As mentioned in Section 5, it provides basic WebView templates for customization which will then be compiled with TinyLink 2.0’s RESTful APIs. The client programs in Figure 7 and 8 are customized by modifying styles and using external maps.

In order to evaluate the cost of TinyLink 2.0’s integrated development, we find an “expert implementation” from Arduino Project Hub [22] and implement the application FarmBot. Figure 9 shows the IoT device implemented by using TinyLink 2.0, and Table 4 shows the implementation information. We omit the figure for the client program because it is very similar to Figure 6(b). We can observe that TinyLink 2.0 achieves ease-of-use and rapid development because it uses only 92 lines of code to implement the application, while the expert one requires 328 lines of code for the device side, 10 fields of settings for the cloud side, and 260 drag-and-drop logic blocks for the client side. TinyLink 2.0’s application achieves almost the same functionalities of the original version, including sampling environment data, controlling actuators, and sending alerts to users. However, there is one slight difference between the two implementations, i.e., the original IoT implementation may perform better than TinyLink 2.0’s implementation in terms of network performance. This is because the original one can tune the TCP/IP layer parameters by using low-level APIs (i.e., AT commands [36]), while TinyLink 2.0 uses the default parameters.

6.1 Experiment Setup
In our experiments, we use four kinds of different mainboards, five shields and several sensors and actuators to build IoT platforms. Table 3 shows the detailed information of these hardware components, as well as the configurations of cloud server, desktop PC and smartphones used in the evaluation. We deploy the TinyLink 2.0 system, which is encapsulated in multiple Dockers, on the cloud server. In addition, we use a local desktop PC for running trace-based simulations and random tests. By using two Monsoon power monitors [31], we can measure fine-grained energy consumptions of IoT devices.

6.2 Case Studies
We design and implement eight representative IoT applications with TinyLink 2.0. We list their application features and descriptions in Table 4. Figures 6, 7, and 8 show three representative applications with their assembled IoT devices and client programs. Others are omitted due to the space limit. The IoT devices and the policies of all eight cases are developed purely by using TinyLink 2.0. As mentioned in Section 5, it provides basic WebView templates for customization which will then be compiled with TinyLink 2.0’s RESTful APIs. The client programs in Figure 7 and 8 are customized by modifying styles and using external maps.

In order to evaluate the cost of TinyLink 2.0’s integrated development, we find an “expert implementation” from Arduino Project Hub [22] and implement the application FarmBot. Figure 9 shows the IoT device implemented by using TinyLink 2.0, and Table 4 shows the implementation information. We omit the figure for the client program because it is very similar to Figure 6(b). We can observe that TinyLink 2.0 achieves ease-of-use and rapid development because it uses only 92 lines of code to implement the application, while the expert one requires 328 lines of code for the device side, 10 fields of settings for the cloud side, and 260 drag-and-drop logic blocks for the client side. TinyLink 2.0’s application achieves almost the same functionalities of the original version, including sampling environment data, controlling actuators, and sending alerts to users. However, there is one slight difference between the two implementations, i.e., the original IoT implementation may perform better than TinyLink 2.0’s implementation in terms of network performance. This is because the original one can tune the TCP/IP layer parameters by using low-level APIs (i.e., AT commands [36]), while TinyLink 2.0 uses the default parameters.

6.3 User Study
Methodology. To evaluate how TinyLink 2.0 achieves rapid development, we conduct a user study using three IoT development platforms, TinyLink 2.0 and two representative platforms, Microsoft Azure IoT and IoT Studio [6]. The user study contains two parts. In the first part, for each platform, we provide participants with a step-by-step user manual to guide them to implement an IoT application. It is a simplified version of the example in Figure 1 which includes a SmartLED TinyApp, a HomeOccupancy policy, and a ControlPanel@Client client. They just need to follow the steps and use the application code that we have provided. In the second part, we guide the participants to complete the example in Figure 1 by themselves. We provide them with abundant resources like API references and hardware components. Participants need to record the timestamps of important steps according to instructions in the user guide and leave feedbacks in the end. In addition, we capture screen videos during the experiments for further analysis.

Figure 10 shows the overall development processes of the three platforms. In Azure IoT, we use the IoT Hub and the Azure Python SDK to implement IoT device code, use the Message Routing, the Function App and the Function Trigger to implement its rule engine and set up the dataflow, and use the PowerBI to visualize data. On the other hand, we use the IoT Studio and the AliOS Things SDK
when using IoT Studio and Azure IoT, participants need about 1.40x of TinyLink 2.0’s development time on average. However, compared to TinyLink 2.0’s hybrid approach, participants have almost no experience. We randomly select five volunteers including six Ph.D. students, eight master students, and six undergraduate students. Six of them are well-experienced in IoT development, eleven of them have a little experience and three of them have almost no experience. We randomly select five volunteers for each platform. We collect the timestamps of important steps and analyze the data.

Quantitative results. Figure 11 shows the results. We can observe that the development time on average by using TinyLink 2.0 is about 52.2 minutes and 51.2 minutes for the two parts, respectively. When using IoT Studio and Azure IoT, participants need about 1.84x and 2.32x of TinyLink 2.0’s development time on average, respectively. This is because TinyLink 2.0’s integrated development, including implicit interactions and automatic generation of device behaviors, greatly reduces the development overhead. On the other hand, when using TinyLink 2.0’s hybrid approach, participants need about 1.40x of TinyLink 2.0’s development time on average. However, compared to IoT Studio and Azure IoT, the hybrid approach still increases development speed.

Feedbacks of Azure IoT. (1) Every participant complains about the complex development process and too many configurations, which are not user-friendly for non-experts; (2) Three of them encounter difficulties when analyzing the event streams in the Function App since they lack background knowledge of debugging on .NET framework and spend much time on it; (3) Two of them mention that the IDE contains too many undesired functionalities which make the desired ones difficult to find.

Feedbacks of IoT Studio. (1) Every participant complains about the complex development process and too many configurations, which are not user-friendly for non-experts; (2) Three of them encounter difficulties when analyzing the event streams in the Function App since they lack background knowledge of debugging on .NET framework and spend much time on it; (3) Two of them mention that the IDE contains too many undesired functionalities which make the desired ones difficult to find.

Feedbacks of TinyLink 2.0. (1) All of them say that the drag-and-drop approach which specifies workflows in the Service Development is easy-to-use and user-friendly, and reduces the development overhead; (2) One of them thinks the drag-and-drop approach is a little bit tedious in the second part of experiments when she completes the first part and gets familiar with the system; (3) One of them says that the debugging logs are clear and helpful.

Feedbacks of TinyLink 2.0 hybrid approach. (1) Three of them mention that this approach does accelerate the development process and it is great to give them more development choices; (2) Two of them think that it may be faster if they directly use TinyLink 2.0 without customization.

6.4 Programming Language

Expressiveness. We use the aforementioned 101 commonly-used IoT projects published on popular IoT community for evaluation. For each project, we try to implement it by using TinyLink 2.0 and mark it as implementable if the code can achieve the same functionalities, otherwise as unimplementable. We also execute the

Table 4: Real-world applications implemented by TinyLink 2.0.

<table>
<thead>
<tr>
<th>Application</th>
<th>TinyApp</th>
<th>Policy</th>
<th>Lines of Code</th>
<th>IoT Device</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mosaic [11] - Air Quality Monitoring</td>
<td>2</td>
<td>2</td>
<td>41</td>
<td>8</td>
<td>It monitors the air quality of a selected area by deploying IoT devices on mobile vehicles. Its client displays the air quality data on the map and alerts people if the pollution exceeds a threshold.</td>
</tr>
<tr>
<td>Baby Care</td>
<td>2</td>
<td>4</td>
<td>103</td>
<td>2</td>
<td>It monitors the sleeping status of a baby by detecting sound, movements and ambient light. It can report to parents if any abnormal events happen by sending text messages and making phone calls.</td>
</tr>
<tr>
<td>Intelligent Parking</td>
<td>2</td>
<td>5</td>
<td>90</td>
<td>4</td>
<td>It helps users to find a vacant lot in two example parking lots. Its policy infers lot occupancy status by using an ultrasonic ranger sensor and a magneto-meter sensor. It displays current status of all lots.</td>
</tr>
<tr>
<td>Smart Hanger</td>
<td>2</td>
<td>4</td>
<td>124</td>
<td>1</td>
<td>It can intelligently notify users whether it is a good time to hang their clothes according to its weather inferences inferred from fetched data of local weather reports and its sampled humidity data.</td>
</tr>
<tr>
<td>Smart Home</td>
<td>3</td>
<td>3</td>
<td>78</td>
<td>4</td>
<td>This case has been described in Section 2.</td>
</tr>
<tr>
<td>Smart Plant</td>
<td>2</td>
<td>12</td>
<td>197</td>
<td>1</td>
<td>It can detect ambient environment (e.g., soil humidity), infer accidents (e.g., falling and turning over) of a flowerpot from an IMU 9Dof sensor and report the status to the client side program.</td>
</tr>
<tr>
<td>Smart Seat</td>
<td>2</td>
<td>6</td>
<td>156</td>
<td>8</td>
<td>It checks whether a seat is available in a room by using the PIR sensor and the ultrasonic ranger sensor, visualizes the room seat status and notifies users if a new seat is available.</td>
</tr>
<tr>
<td>FarmBot</td>
<td>2</td>
<td>4</td>
<td>92</td>
<td>1</td>
<td>It monitors the environment (i.e., air/soil temperature/humidity, and light) of a farm, uploads the data, and sends alerts to users. It also allows users to control the LED bulb from the smartphone.</td>
</tr>
</tbody>
</table>
same procedure by using TinyLink [12]. Figure 12 shows the results. We can observe that 62 IoT projects are implementable by both TinyLink and TinyLink 2.0, while another 24 IoT projects are only implementable by TinyLink 2.0 because TinyLink lacks interactions with the cloud or the client. However, 15 IoT projects are still unimplementable by TinyLink 2.0 because they require additional hardware development. Nine of them require supplementing the circuit (e.g., connecting resistors or capacitors to sensors), seven of them require hand-built sensors or actuators (e.g., building specific LED matrix from light-emitting diodes), and three of them require both tasks. The last two require manufacturing PCB boards. These IoT projects cannot be implemented since both TinyLink 2.0 and TinyLink only use COTS hardware components.

In order to take an in-depth look, we break down the implementation of each project into TinyLink 2.0 operations in Table 2 and summarize the result in Figure 13. We can observe that Actuator Control (AC), Sensor Data acquisition (SD), and Data Visualization (DV) are the three most required operations, while Data Storage (DS), Inference from Sensor data (IS) and Multi-device Interaction (MI) are less used. Other operations are not used in these IoT projects. Therefore, TinyLink 2.0’s easy-to-use APIs and UI designs can also satisfy developers’ demands easily.

Virtual Sensor. We intend to evaluate whether the virtual sensor can draw correct inferences when the IoT device is deployed by developers at liberty. We use the smart door application and deploy IoT devices of TinyApp SmartDoor in three cases, 0-degree rotation around z-axis (i.e., x-axis is vertical to the door and z-axis is vertical to the ground), 45-degree rotation around the z-axis, as well as 45-degree rotation around z-axis and 45-degree rotation around x-axis, on a swing door. For each case, we gather thirty samples of opening the door and thirty samples of closing the door. Then for each classifier, we randomly select twenty samples from the sixty samples for training and different twenty samples for testing. In the first two cases, TinyLink 2.0 performs well with an accuracy of 98.44% on average, while in the last case, the overall accuracy degrades to 96.71%. Figure 14 shows the result of the last case. We observe that the accuracy of the accelerometer drops drastically to 53.53%. TinyLink 2.0 chooses the most accurate classifier automatically, thus it uses KNN. In addition, it will notify developers that the accelerometer may cause a negative impact on the inference and should not be used.

Furthermore, we repeat the same experiment on a sliding door by using the same setup. The gyro sensor causes a very negative impact on the accuracy, while the magnetometer achieves an accuracy of 100%. Since there is no rotation when sliding, the gyro can only detect noise. Thus TinyLink 2.0 gives guidance of not using the gyro. The two experiments show that the virtual sensor can achieve good applicability under different deployment circumstances.

**Lines of Code.** We compare the lines of code needed to implement the Mosaic application and the smart home application via three methods, TinyLink 2.0, TinyLink with RT-IFTTT, and directly using native APIs, respectively. Besides device functionalities, these applications also include management of communication and database on the cloud, as well as data visualization and user interactions on the client. Table 5 shows the detailed result. TinyLink 2.0 can reduce the lines of code by 85.28% to 94.72% for the two examples, because it can automatically complete implicit data flows and service calls, and generate device behaviors from policies, which both need to be explicitly expressed by others.

### 6.5 Performance Optimization.

We evaluate the performance (i.e., energy consumption) of generated IoT device behaviors. First, we evaluate the one-time scheduling performance of TinyLink 2.0’s heuristic algorithm by using random data. Then we evaluate its long-term performance by using both traces and real IoT devices.

We implement five baseline algorithms for comparison, the original RT-IFTTT algorithm [15], an optimal algorithm, a random walk algorithm, a random algorithm and a memetic algorithm [23]. The optimal algorithm uses a brute-force method that enumerates all possible solutions to find the solution with the minimal energy consumption. The random walk algorithm takes the maximal sensor sampling intervals as its initial position and stops when the step difference is smaller than 0.1s. The random algorithm just randomly picks up a solution and repeats this for constant times (i.e., 10,000). The memetic algorithm initializes a population of 10 chromosomes and iterates selections 100 times where a local search is adopted.

**Random data test.** Considering an IoT device may possess multiple sensors, we set the number of sensors to range from two to ten, because ten sensors are enough to meet most IoT application requirements. For each number of sensors, we generate 10,000 random test units. In each test unit, the maximal sensor sampling intervals range from 1s to 3,600s, the energy consumptions of sensors range from 1mJ to 1,000mJ and the energy consumptions of data transmission range from 1mJ to 1,000mJ as well.

Figure 15 shows the percentage of reduced energy consumptions on average of different algorithms compared with the RT-IFTTT algorithm, and Figure 16 shows their execution time on average. When there are two sensors, TinyLink 2.0’s heuristic algorithm achieves the optimal solutions. As the sensor number increases to seven, it can still achieve near-optimal solutions, i.e., about 99.2% on average of the optimal energy consumptions. Other three
baseline algorithm degrades quickly since the search space grows exponentially and becomes too large for them. The random walk algorithm does not perform well because energy consumptions between consecutive sensor intervals are usually discrete and change drastically, which hampers the algorithm’s walking procedure.

Moreover, TinyLink 2.0’s algorithm uses much less execution time than the other baselines algorithms. When the sensor number is five, it uses 8ms on average to execute TinyLink 2.0’s algorithm, while the memetic algorithm, the random algorithm, and the random walk algorithm use 4,657ms, 8,198ms, and 8,516ms on average, respectively. When the sensor number is ten, it uses 244ms on average, which is still very small, while the others use more than hundreds of seconds on average. The time consumption of the optimal approach grows drastically as the sensor number increases. It takes more than one day when the number exceeds six.

**Trace-based simulation.** We intend to evaluate whether the one-time scheduling of the algorithms can perform well in the long term. We choose the Mosaic application as our test case. First, we measure the energy consumptions of its operations and Table 6 shows the results. The MQTT operation contains powering on and off the radio, connecting and disconnecting the MQTT broker, publishing a message of 100 Bytes, subscribing a topic and yielding a message of 100 Bytes. Then we assemble three IoT devices instanced from the TinyApp TinyApp. Each IoT device samples temperature, humidity, and PM2.5 data per second and stores the data along with the timestamps in an SD card. We deploy them in different places around our lab and retrieve three pieces of nine-day-long sensor data traces. Afterward, we write a simulator in Python that takes the traces and the measured energy consumptions as input. It outputs the number of operations, including sampling operations and data transmission operations by using different algorithms.

![Figure 16: Execution time on average of different algorithms under different number of sensors.](image)

![Figure 17: Reduced energy consumptions cumulated in a day of different algorithms compared with the RT-IFTTT.](image)

![Figure 18: Percentage of operation numbers on average performed by different algorithms in a day.](image)

![Figure 19: Percentage of energy consumptions of different algorithms compared with TinyLink 2.0.](image)

**Table 6: Energy consumption of operations.**

<table>
<thead>
<tr>
<th>Operation</th>
<th>Temp. Read</th>
<th>Humid. Read</th>
<th>Light Read</th>
<th>Sound Read</th>
<th>PM25 Read</th>
<th>Gyro Read</th>
<th>MQTT Pub &amp; Sub</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (mJ)</td>
<td>1.13</td>
<td>1.12</td>
<td>0.02</td>
<td>0.03</td>
<td>6.25</td>
<td>0.03</td>
<td>139.23</td>
</tr>
</tbody>
</table>

Figure 17 shows the reduced energy consumptions cumulated in a day of different algorithms compared with the RT-IFTTT algorithm. We can observe that TinyLink 2.0’s algorithm can achieve the optimal cumulated energy consumptions in each day. This matches the observation from the random test. We can also observe that under various situations of different days in the long term, TinyLink 2.0’s algorithm can also perform well. Figure 18 shows the percentage of operation numbers on average performed by different algorithms in a day. We can find that TinyLink 2.0’s algorithm introduces more sensor sampling operations while reducing data transmission operations.

**Real device test.** We conduct the experiments on real IoT devices of the Mosaic application. We measure the energy consumptions of two IoT devices that use task schedules from TinyLink 2.0’s algorithm and one of the baseline algorithms, respectively, by using two power monitors. We do five rounds of measurements and each lasts for two days. Figure 19 shows the cumulated energy consumptions of different algorithms compared with TinyLink 2.0’s algorithm. We can observe that it achieves near-optimal performance on real IoT devices in the long term. It can reduce about 41.06% on average of the cumulated energy consumptions of the RT-IFTTT algorithm.

### 6.6 Overhead

We evaluate the overhead of TinyLink 2.0 from two aspects, the program space overhead and the memory space overhead on TinyApps. Since the Arduino Mega2560 uses an AVR MCU, we can calculate the program space by the sum of .text and .data segments. The measured memory space overhead is composed of the overhead from static memory overhead (i.e., .text, .data, etc.) and run-time memory overhead (i.e., stack and heap). Figure 20 shows the results. We can observe that the program space overhead on average is 1.816 KB, which is negligible compared with 256 KB of Flash. On the other hand, the memory space overhead on average is around 0.272 KB, which is acceptable compared with 8 KB of RAM.
7 DISCUSSION

Trade-off between simplicity and flexibility. To support rapid development, TinyLink 2.0 tradeoffs flexibility for simplicity to some extent. For example, the current implementation of TinyLink 2.0 does not support fine-grained concurrency control over the IoT device, e.g., the virtual sensor abstractions. In some critical applications where the developers want explicit control on program behavior, they can upload their own inference models instead of using TinyLink 2.0’s predefined ones.

System scalability. TinyLink 2.0 targets for rapid development without introducing much overhead to the cloud side which is the key for system scalability. It indeed has overheads in cooperating between the cloud and device sides. In Section 4, we have mentioned that the time complexity of our heuristic algorithm is almost linear to the number of IoT devices, indicating that our system does not sacrifice much performance in terms of scalability.

Debugging problem. Developers can use detailed built-in logs for all TinyLink 2.0 APIs, and also can specify their own debugging information. Further, when developers find problems which are hard to debug at the API level, they can obtain the source code for detailed debugging (e.g., interactive debugging with GDB). Nevertheless, debugging an IoT application with interactions of three sides remains a very challenge problem.

Edge computing. The current implementation does not consider the computation capability of the edge server. It may cause problems when the connectivity to the cloud is intermittent or the delay is excessively long. In principle, TinyLink 2.0 can support edge computing by properly placing the rule execution on the edge server. We would like to investigate this direction in future work.

8 RELATED WORK

Rapid Development. TinyLink [12] is the state-of-the-art system for rapid development of IoT applications, which adopts a top-down approach that a developer can first write the application code and obtain the hardware configuration for device assembling and the software program. Both TinyLink 2.0 and TinyLink focus on accelerating the IoT development process. TinyLink 2.0 reuses TinyLink’s solution to generate IoT hardware configurations. However, there are two important differences: (1) TinyLink is a device-side development system. But TinyLink 2.0 is an integrated development system for the three sides and focuses on its unique challenges. It provides an integrated programming language that includes features like implicit interactions, virtual sensors, and the automatic generation and the optimization of device’s behaviors instructed from the cloud, while TinyLink mainly focuses on the hardware and software co-design of an IoT device. (2) TinyLink does not support the development of multi-device IoT applications, and does not consider complex interactions among three sides. The set of TinyLink’s feasible hardware configurations is a subset of TinyLink 2.0’s feasible hardware configurations.

TinyDB [21] is a distributed query processor that can collect data from a sensor network of motes which run on top of TinyOS operating systems. Its powerful runtime can automatically optimize the declarative SQL-like queries. DSN [5] is a declarative sensor network platform that aims to specify the sensor network system stack within a few lines of code. LibAS [32] is a cross-platform framework that enables rapid development of mobile acoustic sensing applications. Developers only need to implement the sensing signals and the callback function to handle each repetition of sensing signals. However, these declarative platforms focus on specific domains like network stack, data collection of sensor networks, and mobile acoustic sensing applications. TinyLink 2.0 focuses on the domain of rapid development of IoT applications. It faces unique challenges like integrating development of three sides and simplifying interactions.

Beam [29] is a framework that simplifies IoT applications by letting developers specify “what should be sensed or inferred”. Beam introduces the key abstraction of an inference graph to decouple applications from the mechanics of sensing and drawing inferences. GIOTTO [2] is a safe, secure and easy-to-use open-source IoT infrastructure which can capture and store a large amount of user data, and provide data analytics services. However, TinyLink 2.0 can achieve the same effect by chaining multiple rules together and automatically drawing inferences from rules. It can give additional guidance on the IoT device generation. Furthermore, TinyLink 2.0 puts large amount of efforts in developing holistic IoT applications including programs of three sides and multiple task operations.

IFTTT Framework. RT-IFTTT [15] extends the existing IFTTT syntax for users to describe real-time constraints. It analyzes elements of all the applets, and dynamically calculates efficient polling intervals for each sensor. This interval reflects current sensor values, their related trigger conditions, and real-time constraints, with a sensor value prediction model. Liang et al. [19] provide a safety-centric programming platform for connected devices in IoT environments called SIFT. To simplify programming, users express high-level intents in declarative IoT apps. The system then decides which sensor data and operations should be combined to satisfy the user requirements.

Unlike the above work, TinyLink 2.0 not only focuses on how to write IFTTT rules, but also exploits the potential of rapid development of multiple devices, as well as the cooperative sensing and inference among all devices and the cloud. This can achieve more improvements in power efficiency, application logic expressiveness and fine-grained control of devices.

9 CONCLUSION

In this paper, we present TinyLink 2.0, a novel system which integrates device, cloud and client side IoT development. The programming language is expressive for diverse IoT applications, as well as considerations about energy efficiency and machine learning support. TinyLink 2.0 extends traditional IFTTT syntax by adding new keywords and syntax, and optimizes application performance with both static and dynamic optimizers. We carefully evaluate the performance by case studies, a user study, and experiments of all its important components. Results show that TinyLink 2.0 can significantly speed up IoT application development, while achieving high expressiveness and low overhead. Up to now, both TinyLink [12] and TinyLink 2.0 are supported by our IoT testbed, LinkLab (http://www.emnets.org/linklab) which allows remotely developing and experimenting various IoT applications.
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